
Unit III 

 

Counters: Asynchronous Counters, Decoding Gates, Ripple counters, Synchronous Counters, 

Decade Counters, Timing sequence, A Digital Clock. Logical Organization and Architecture: 

Layered view of Computer, Machine assembly language, High level language, Operating 

system level, Instructions and Data Representation, CPU organization. 

Counters 

1. Asynchronous Counters: 

• Basic Structure: Built using flip-flops connected in a cascaded manner. 

• Propagation Delay: Each stage's output is used to trigger the subsequent stage, 

leading to propagation delays. 

• Issues: Propagation delays can cause glitches and skew in the output. 

2. Decoding Gates: 

• Usage: Employed to decode specific count values for controlling external 

devices or circuitry. 

• Decoding Logic: Utilizes AND, OR, and NOT gates to produce specific 

outputs for given count values. 

3. Ripple Counters: 

• Structure: Sequential circuits where the clock pulse propagates from one stage 

to another. 

• Issues: Propagation delays can cause inconsistent outputs during transitions. 

4. Synchronous Counters: 

• Clock Synchronization: All flip-flops are triggered simultaneously by a 

common clock signal. 

• Eliminating Issues: Reduces propagation delays and glitches observed in 

asynchronous counters. 

5. Decade Counters: 

• Modulus-10 Counters: Designed to count from 0 to 9 (binary: 0000 to 1001) 

and then reset. 

• BCD Counters: Designed to count in binary-coded decimal format. 

6. Timing Sequence: 

• Clock Signals: Understanding the role of clock signals in synchronizing 

operations. 

 
•  Pulse Widths: Controlling pulse widths and frequency for specific timing 
requirements. 



  

Controlling pulse widths and frequency for specific timing 

  

7. A Digital Clock: 

• Implementation: Using counters and logic gates to create a clock circuit. 

• Display: Utilizing output signals to control display devices (LEDs, 7-segment 

displays, etc.). 

1. Layered View of Computer: 

• Hierarchical Structure: Understanding the layers from hardware to software 

(hardware, operating system, assembly language, high-level language). 

• Abstraction Levels: Each layer abstracts complexity for the layer above it. 

2. Machine Assembly Language: 

• Low-Level Language: Directly related to the CPU’s instruction set 

architecture. 

• Assembly Code: Written using mnemonic instructions representing machine 

code. 

3. High-Level Language: 

• Abstraction: Closer to human-readable language, further abstracted from 

machine code. 

• Examples: C, Python, Java, etc. 

4. Operating System Level: 

• System Management: Operating systems handle resources, scheduling, 

memory management, etc. 

• Interaction with Hardware: Acts as an intermediary between software 

applications and hardware. 

5. Instructions and Data Representation: 

• Instruction Set: Collection of instructions that a particular CPU can execute. 

• Data Formats: Different ways data can be represented (binary, decimal, 

hexadecimal). 

6. CPU Organization: 

• Control Unit: Manages and coordinates computer operations. 

• ALU (Arithmetic Logic Unit): Performs arithmetic and logic operations. 

• Registers: Small, fast storage locations within the CPU.
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